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Abstract: Preprocessing is one decisive stage in data mining. The most important step in pre-processing is 

handling missing data. Managing missing data has different strategies such as deletion of incomplete data and 

imputation (filling) of missing values through depends on statistical and machine learning (ML) procedures.  

Most of the data mining algorithm cannot work with an incomplete dataset. In such a case, missing values 

create a problem with real data in the world. Missing value Imputation is a challengeable task in many sectors. 

Some of them perform their handling imputations in different ways. Missing value imputation determines the 

quality of datasets. A high accuracy data analysis is essential because it deals with real-world decision making. 

It performs different kinds of data mining operations. This survey analyses the various missing value imputation 

methods and its performances. It consists of imputation methods like single and multiple imputations. The 

imputation algorithms like mean, K-nearest neighbor, Naive Bayes classification, MIAEC are discussed in this 

survey. 
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I. INTRODUCTION 
Preprocessing is one of the main works in data mining projects. Missing value imputation is an 

important task in preprocessing. The main problem of a dataset with some missing values leads to an 

inappropriate result. To overcome the problem, it is necessary to impute the missing values in the dataset. 

Generally, the problem of missing data emerges in many areas of research such as statistical, environmental, 

medical, industrial fields, etc. The empty or unanswered values in datasets are called missing value (data). Little 

and Rubin describe a list of missing mechanisms. The missing data mechanisms classify into two types such as 

ignorable and non–ignorable. Non-ignorable is where the probability of missing data depends on the value of 

observation.  

Ignorable missing data is where the probability of missing data does not depend on the value of 

observation [2]. The missing data mechanisms explain the connection between missing value and its variables in 

the data matrix [2]. Schafer explains given an experimental variable L as Lobs and a missing variable L as Lmis, it 

can be said that L= [(Lobs,Lmis)][3].The following diagram shows the missing data types, 

 

 
Fig 1: Missing data types 
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The mechanisms are following, 

Missing completely at random (MCAR):  

The first type of mechanism is MCAR. It defined missing value occurs at random across the whole data sets. 

Thus the possibility of missing value is independent of both Lobs and Lmis [3]. 

Missing at random (MAR):  

The second type of mechanism is MAR. These types of missing data occur if the probability of a record having 

a missing value for an attribute that does not depend on the value of the missing data itself, but could depend on 

the observed data [6]. Thus, the possibility of missing value is independent of Lmis[3]. 

Not missing at random (NMAR): 

The third type of mechanism is non-ignorable missing at random (MNAR). It occurs if the probability of a 

record having a missing value for an attribute that depends on the value of the attribute. If missing data are 

MNAR, valuable information lost from the data and, there is no common method of solving the missing data 

properly [4]. 

 

II. METHODOLOGIES OF MISSING DATA IMPUTATIONS 
Jaiwei Han, et al analyzes the preprocessing topics in their third edition book. Imagine that we need to analyze 

sales and customer data in a company. Note that many rows or columns in a table have no recorded value for 

several attributes such as customer income. Then how can go about filling in the missing values for this 

attribute? Look at the following methods. 

 Avoid the data: This actually appears when the data label is missing (assume this mining work involves 

classification). This method is not effective unless the rows contain several attributes with missing values. 

 Fill in the missing value yourself: This method is time-consuming and may not be feasible given a large 

data set with more missing values [1]. 

 Global constant use to fill in the missing value: Replace all missing attribute values by the same constant 

such as a label like „unknown‟ or „null‟ [1]. 

 Find a central tendency for an attribute to fill in the missing value: The Measure of central tendency 

specify the “middle” value of a data distribution. The mean or median method is used to find the missing 

values [1]. 

 Use the most possible value to fill in the missing value: This may be determined with regression, 

inference-based tools using a Bayesian formalism, or decision tree induction [1].  

 

The following table has a list of imputation methods 
Single imputation Multiple imputation 

1. Hot-deck 

2. Cold-deck 

3. Mean/Mode substitution 
4. Regression 

5. Group mean 

6. Last value carried 
Forward (LVCF) 

7. KNN 

8. Naive Bayes 

1. Predictive model 

2. EM Algorithm 

3. Multiple Linear Regression 
4. Model based multiple 

imputation 

5. Markov chain Monte Carlo 
(MCMC) 

Table 1: List of Imputations algorithms 

 

Missing value imputation methods are divided into two categories. They are single imputation and multiple 

imputations.  

 

Mode imputation:  

The Mode is the easiest behavior in the case of categorical data is to fill in each missing value with the 

sample mode. The major disadvantage of mode imputation is that it creates points in the delivery by focused all 

the imputed values in the mode, as a result, the variance is reduced artificially (Kalton and Kish, 1981). This is a 

single imputation method since only one value is replacing each missing observation. 

 

Mean imputation: 
Mean imputation method is one of the most repeatedly used methods. It includes of exchange the 

missing data for a given component or attribute by the mean of all known values of that attribute in the class 

where the instance with missing attribute fit in [16]. 
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K-Nearest Neighbor imputation (KNN):  
KNN algorithm is a simple classification algorithm and it is one of the most used learning 

algorithms.KNN is a non-parametric, lazy learning algorithm. The missing values of this method are 

an attribute is imputed using the known number of attributes that are mainly related to the attribute whose values 

are missing. The comparison of the two attributes is determined using a distance function. The N parameter is a 

number of interested neighbors which generally would be self-determined. Distance measurement accomplishes 

by several techniques, namely Mahalanobis Distance, Euclidean Distance, and Manhattan Distance. These 

techniques are parallel neighbors that must apply normalization data. As for Euclidean Distance, it is not 

required to conduct normalization data [15]. K-Nearest Neighbor imputation has some advantages and 

disadvantages. 

 Advantages: 1) K-nearest neighbor can calculate both qualitative & quantitative attributes.2) Formation of a 

predictive model for each attribute with missing data is not required, 3) Attributes with multiple missing 

values can be easily treated parallel structure of the data is taken into consideration. 

 Disadvantage: 1) KNN algorithm is very time-consuming in analyzing the huge database. It searches 

through all the dataset looking for the most similar instances.2) Selection of k-value is very significant. A 

higher value of k would include attributes which are significantly different from what we need whereas a 

lower value of k implies missing out of significant attributes [15]. 

 

K-Means clustering imputation:  

K-Means is to categorize or to cluster the objects based on attributes/features into k number of the 

group. The grouping is finished by minimizing the sum of squares of distances between data and the 

corresponding cluster centroid. It offered a rapid and specific way of estimating missing values [17]. 

 

Fuzzy K-Means clustering imputation (FKMI): 

Here membership functions acting an important role. The Membership function is allocated with each 

data object that represented in what degree the data objects as belonging to the particular cluster. Data objects 

would not get allotted to a concrete cluster which is indicated by the centroid of a cluster (as in the case of K 

means), this is because of the various membership degrees of every data with entire K clusters [17]. 

 

Regression imputation:  

Regression imputation has regression models to calculate missing values. Many forms of regression 

models can be used for regression imputation such as linear regression, logistic regression, and semi parametric 

regression. Here, predicted values are used for filling Missing values [14]. 

 

Multiple imputations: 

The imputed values are described from a distribution, so they basically enclose some variation. Thus, 

multiple imputations (MI) explain the limitations of single imputation by an additional form of error based on 

variation in the parameter estimates across the imputation, which is called between imputation errors [14]. 

 

EM imputation: 

It uses the iterative procedure of the EM algorithm to calculate the sufficient statistics and estimate the 

parameters [14]. EM Algorithm, which stands for Expectation-Maximization. It is an iterative process in which 

it uses other variables to impute a value (probability), then checks whether that is the value most likely 

(Maximization). If not, it re-imputes a more likely value. It repeated until it reaches the most likely value. 

EM imputations are superior to mean imputations because they maintain the relationship with other variables, 

which is important if you go on to, use something like Factor analysis or linear regression. 

 

III. LITERATURE SURVEY 
M.N. Norazian Ramli, et al analyzed imputation methods like Single and multiple imputations. Single 

imputation methods work in short gap length of missing data. Embracing a single imputation method to the long 

gap of missing data will cause systematically error since the reflection of uncertainty is not covered. Multiple 

imputations were recognized as the superior method for a missing-at-random data set. It is a comparative study 

paper of single and multiple imputation techniques [5]. To perform complete data by filling in missing value 

divided by single imputation and multiple imputation methods. Single imputation is defined as filling in 

accurately one value for each missing one and multiple imputations are defined as generating multiple fake 

values for each missing item in order to reflect properly the uncertainty attached to missing data [6]. 

According to Mertler, C. A. et al, the basic analysis of the missing value mechanism is a prediction. 

Quantitative values are applied in these prediction and imputation process. There are three major predictions 
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methods to make imputation that is, prior knowledge, regression and average (mean) value imputation [7]. Prior 

knowledge is used to an imputation of new values into missing values based on previous knowledge [7]. The 

second one is mean or average value imputation; this method is used to calculate the mean by data obtained and 

imputing those values for missing values. It is the best way estimation if the researcher does not have other 

information. The third one is a regression. Here, one or more independent variables are taken and develop an 

equation. It can be used in imputing the dependent variable‟s value. A variable that has missing values in the 

missing value estimation process is leading the dependent variable. Focus that has entire data is used to develop 

this estimation equation. Once the equation is found, it is used to approximate the missing values independent 

variable for focus that has missing data [8]. 

R.S. Somasundaram, et al achieved their work in the following techniques. To calculate the quality of 

imputation, the imputed data is clustered with fuzzy C means clustering algorithm and the performance of 

classification is measured with different quality metrics. FC-means was selected to evaluate the imputation 

performance because in our previous work was observed that FC-means provided better performance. Fuzzy c-

means (FCM) is a data clustering method in which each data point belongs to a cluster to a number of degrees 

that is specified by a membership grade. This technique was originally introduced by Jim Bezdek in 1981 as an 

improvement on earlier clustering methods [10]. The performance has been measured with respect to different 

rate or a different percentage of missing values in the data set. To evaluate the performance, the standard 

WDBC data set has been used [10]. 

Xiaolong Xu, et al examined several missing data imputation methods. Those methods can be 

separated into two types based on the probability of statistical analysis and data mining [9]. Linear regression 

(LR) and Expectation-maximization (EM) are the mainly frequent methods based on probability. For LR and 

EM parameter methods, if the data allocation of the dataset being processed is not well understood, this will 

outcome in an estimate of the variation. However, in real life, we have a limited perceptive of the dataset to be 

processed. If we compare the data distribution of the dataset, choose the correct parameters, and then the 

missing value of the imputation outcome is quite good. But like the EM method even for the dataset of data 

allocation to understand, the parameter union is very slow and time-consuming. Bayesian classification is also a 

better algorithm for imputation of missing data [11]. Naive Bayes classification results can be compared with 

the decision tree algorithm and neural network classifier [12]. The naive Bayesian classification algorithm used 

for imputation of the missing value is based on the Bayesian theorem formula to estimate the value of missing 

data [11]. 

Xiaolong Xu performs the missing data imputation by using the algorithm named MIAEC. The core 

task of the algorithm is to calculate the reliability of each estimated missing value in the chain of evidence. 

Thus, gives the sum of the confidence of all the evidence for the estimated missing data, the maximum estimate 

of the sum of the confidence values is selected as the imputation value [9]. The experimental data in this works 

are from the real dataset of UCI. Get the data in this work from American Census database, completed by Barrr 

Becke et al, which includes 15 different attributes of people‟s age, work, weight, education, marital status, 

occupation, etc. This work mainly analyzes the algorithm from two aspects: accuracy of imputation and 

speedup. 

In an experiment, it has five discrete attributes selected: occupation, education, sex, work class, race. 

The value of these attributes is randomly removed and datasets with different missing rates are obtained. The 

missing rates were 10%, 20%, 30%, respectively. The following table described the imputation accuracy of 

missing data under different algorithms [9].   

 
Accuracy 

Missing 

rates 

Mode KNN Naïve 

Bayes 

MIAEC 

10% 58 59 59 62 

20% 58 57 56 61 

30% 58 46 53 61 

Table 2: Imputation accuracy of mode, KNN, Naïve Bayes and MIAEC 

 

In experimental results, the imputation accuracy of MIAEC is better than other algorithms. 

P. Keerin, et al analyzes cluster based KNN missing value imputation. KNN has very high 

classification accuracy. This work experiments established that the K-nearest neighbor algorithm performs well 

in the absence of DNA microarray data [13]. DNA microarray is a popular high-throughput technology for the 

monitoring of thousands of gene expression levels simultaneously under different conditions. The usual 

purposes of microarray studies are to identify likewise expressed genes under various cell conditions and 

combine the genes with cellular functions [14]. However, the KNN algorithm has its own failing, when the 

dataset has a large percentage of missing data, KNN accuracy will be reduced. 

 



A literature survey on missing value imputation methods in data mining 

International Conference on Computing Intelligence and Data Science (ICCIDS 2018)                        19 |Page 

Department of Computer Studies Sankara College of Science and Commerce Saravanampatty, Coimbatore 

IV. CONCLUSION 
The accuracy of missing data imputation is different from one task to other tasks. KNN algorithm is 

one of the famous classifiers for grouping up of data. KNN algorithm has its own weakness when the dataset has 

a large percentage of missing data, KNN accuracy will be reduced. The established technique such us mean/ 

median and a standard deviation is responsive to recover the performance of accuracy in missing data 

imputation. K-Means clustering imputation conveys a rapid and exact way of estimating missing values. 

MIAEC algorithm performs consistency of all estimated missing value in the chain of evidence. Here, filling 

missing value done by a sum of confidence of all the evidence. The imputation accuracy of MIAEC is better 

than other algorithms. But it has a small dataset and little missing values. If the dataset is large, the imputation 

performance may give an insufficient result and accuracy of imputation will be decreasing. To solve the 

particular problem, need to find the perfect task to improve accuracy. 
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